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FOREWORD

This book is the outcome of teaching, for more than 30 years, a course titled
"statistical quality control" to B.S. students using many books especially the
book written by Dr Grant & Dr. Leavenworth and the one written by Dr Kaoru
Ishikawa on this subject.

The book is divided into 14 chapters that cover the materials on statistical
quality control needed for a course of approximately 48 hours per semester (two
times or 3 hours a week). Due to the importance of control charts and
Acceptance Sampling Standards, most chapters of the book deal with the control
charts and Standard Sampling Tables.

Chapter 1 introduces basic concepts of quality control.

Chapter 2 deal with Dr Shewhart's control charts for monitoring the variable
characteristics of a producti.e. X ,R, S, S? control charts.

Chapter 3 is concerned with the way subgroups or samples have to be arranged;
and with the process capability indices.

An introduction to probability in presented in Chapter 4.

Chapters 5& 6 deal with Dr Shewhart 's control charts for monitoring the attribute
characteristics of a producti.e. p & np, ¢, uand D control charts.

Some adaptation of control charts are introduced in Chapter 7.

Chapter 8 introduces the so called Cumulative-Sum control charts for monitoring
the process mean.

The precision, accuracy and errors of measuring systems are briefly discussed in
Chapter 9.

Chapter 10 to 13 deal with standard sampling tables including Dodge-Rimg's,
Cameron's, 1S02859 and ISO 3951 Tables used for acceptance sampling.

Chapter 14 is concerned with product or system reliability and the related concepts
including acceptance sampling tables based on product lifetime.
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It has been tried to mention the source of the examples, figures or the tables.
The examples are mainly taken from the practical books including the above 2
books i.e. Grants' and Ishikawa's.

Thanks God for making me successful to present this work which | hope to be
useful in both academic and in industrial environments.

The author would be pleased if the readers write him about any kind of
deficiencies of the book.

Hamid Bazargan

College of Engineering,

Shahid Bahonar University of Kerman , Iran
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Chapter 1 Introduction and Basic Concepts

Chapter 1 Introduction and Basic Concepts
Aims

In this chapter a history of quality control is provided; online and offline
quality control are described and in this regard one of the ideas of
Japanese Engineer Taguchi, entitled Quality Loss Function, is introduced.
The chapter also briefly introduces some quality manuals used in
automotive industry(FMEA, MSA, PPAP, APQ) and well known statistical
process control tools(cause and effect diagram, scatter diagram, control
charts, --). Other materials such as central limit theorem and some basic
concepts of descriptive statistics, are also dealt in this chapter.

1.1 Introduction

Quality has been known as an important influencing factor on the
success and competitiveness of production and service institutions in the
internal and world markets. The return of capital is the result of good
quality plans. Appropriate quality strategies lead in fruitful results. Some
of the objectives of controlling the quality are the followings:

Assuring that the product specification comply with the design
specifications,

Reducing the scrap and rework

Increasing the customer satisfaction and the organization reputation
Increasing the profit

1.1.1 History of Quality Control

Feigebaum(1991) summarizes the phases in the evolution of quality
control as follows:

Operator quality control, up to the end of 19" century

Foreman quality control

Inspection quality control in 1920s and 1930s

Statistical quality control,

. Total quality control era [begun from 1960]

The following phase could be added to the above phases

6. 1SO 9000 standards era beginning in 1987.

For a brief description of the first 5 phases see Feigenbaum(1991) page 15;
however a some sentences from the book on the phases is followed:

Dr. Feigenbaum writes

uhwn e
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" The first step in the development of the quality field i.e. operators
quality control, was inherent in the manufacturing job up to the end of
nineteenth century. Under that system, one worker or at least a very small
number of workers, was responsible for the manufacture of the entire
product; and therefore each worker could totally control the quality of
personal work.

In the early 1900s we progressed to foreman quality control. This period
saw the large-scale advent of our modern factory concept, in which many
individuals performing a similar task were grouped so that they could be
directed by a foreman who then assumed responsibility for the quality of
their work.

The manufacturing system became more complex during World War |,
involving large numbers of workers reporting to each production foreman.
As a result, the first full-time inspectors appeared on the scene, initialing
the third step, which we can call inspection quality control.

This step peaked in the large inspection organization of the 1920s and
1930s, separately organized from production and big enough to be headed
by superintendents. This program remained in vogue until the tremendous
mass-production requirements of World War Il necessitated the fourth
step of quality control, which we now identify as statistical quality control.
In effect, this made big inspection organizations more efficient. Inspectors
were provided with a few statistical tools, such as sampling and control
charts. The most significant contribution of statistical quality control was that
it provided sampling inspection rather than 100 % inspection. The work of
quality control, however, remained restricted to production areas and
grew rather slowly....  Recommendations resulting from the statistical
techniques often could not be handled by existing decision making
structures. Certainly they were not effectively handled by the existing
inspection group....This brought us to the fifth step, total quality
control...."( Feigenbaum,1991)

The present book focuses on the statistical techniques used in quality
control, necessitated from the tremendous mass production requirement,
because statistical quality control utilizing sampling and control charts,
provides sampling inspection instead of 100 percent inspection.

1.1.2 Classification of quality control activities

The activities of quality control are classified into offline and online.
Quality control activities at the product planning, design and production
engineering phases is referred to as offline quality control or quality
engineering, whereas the quality control activities during actual running of
production process is referred to as online quality control (Taguchi et al, 1989).
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1.1.2.1 Online Quality Control
Online quality control deals with those quality activities which are done

during the actual the implementation of the production process. According
to Taguchi, the daily activities to control process conditions by observing
either quality characteristics of product or process parameters are online
quality control activities (Taguchi at al, 1989 page8). Once the details of the
design and production process are ready and the process is running, possible
unfavorable events in the production line are necessary to be identified
and remedied on time ; events such as the quality loss of the input of the
line, fault in the machine setting or error in its softwares, carelessness of
the operator and the manager. Two conventional statistical techniques
used in online quality control are control charts and acceptance sampling.
The use of control charts helps to identify whether the process is “ in
control” or “out of control”. An application of acceptance sampling could
be preventing inferior material to enter the production.

III

1.1.2.2 Off line quality control

Quality control activities at the product planning , design and production
engineering phases is referred to as offline quality control (Teguchi et al ,
1987 page 4). These activities deal with the activities required before the
start of the actual production. It has become widely recognized that producing
a quality product at a reasonable cost requires an emphasis on its design.
A part of the design might include determining factors such as pressure,
temperature and types of catalyst to employ. Determining the optimal
chokes for the factors can often be approximated by a statistical analysis
of a designed experiment (Derman &Ross,1997). One of the contribution
of Taguchi is developing an important statistical approach for the design
of experiments (DOE) used in off-line quality control. For a description of
DOE one could refer to such references as Roy (2001).

Quality loss function is another concept introduced by Taguchi in the field
of offline quality control. A description of this concept follows.

1.1.3 Quality loss function(QFL)

The quality loss is operationalized through the so-called quality loss
function, a quadratic function which shows that a reduction in variability
around the target leads in a decrease in loss and a subsequent increase in

quality. Loss is minimum when the product ison 8 = % (Kelemen, 2003).
Taguchi proposed the quadratic symmetric function L(X, 8) as follows:

L(x,0)=C(x —6)*

where
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X The actual value of a selected feature of the product

C Constant of the proportionality

6 The nominal value of the product feature= %
L(X,0) Quality loss

Ly The mean value of the feature resulted from the production

The standard deviation of the feature resulted from the production
(o}
X

The mean of the loss values in the quality, denoted here by QLF, is measured in
the following manner

L(X,0)=C(X -0)°" . QLF(@)=E[L(X,0)]=
CE (X —6)" =C[E(X — 1y )2+ (1 —6)*]=

QLF (9) =Cloy + (1 —6)°]
Figure 1-1 illustrates L(X, @) function.
L(x,8)

-

T
»

L é U
Fig. 1-1 Taguchi symmetric function, L(X,8).

The value of C determines the slope of the function, the larger the value
of C the steeper the parabola. This is a symmetric function because it is
assumed that there is a constant C for the whole loss function. The value of
C is a major component in the loss function. This value which represents
the intangible quality costs of a product could be calculated from (Kim and
Liao, 1994):

C=k/d’
where:
k = loss associated with the feature specification limit(L or U), and
d = deviation of the specification from the target value( 8 )i.e.
d=x-6
The applications of QLF and DOE are discussed in many books such as
Taguchi et al(1987), Roy(2001).
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Example 1.1

A product might be produced using 2 different methods. The weight of
the product produced by Method 1 follows a normal distribution with
parameters 4 = 99.9 =1 yhile the weight by Method 2 follows a uniform
distribution in the interval [97 103]. If the target is 100, use QLF with the
same constant to select a method.

Solution

0.4 1)

IMethod 1

0.2 I ethod 2

SE a7 93 83 1000 1 102 103

Let X denotes

the weight of the product manufactured by Method 1.
andY

the weight of the product manufactured by Method 1.

To compare the quality functions, we write

QLF, (8) =C[o} + (1, —0)*]1=C[1+(99-100)*] = 2C

(103—97)2
12

Since QLFx < QLFy, it is concluded the method having the normal distribution
is preferred despite the deviation of its mean from the target.

QLF, (0)=Cloy +(u, —0)'1=CI +0]=3C

Example 1.2

When the diameter of a steel pipe exceeds its nominal value as much as
0.5, the product could be reworked with a cost of 2 dollars. Calculate the
constant of the quality loss function for the production process.

Solution
L, =C(x -6)° X=0+05 L=2
2=C (0.5)2 =C =8
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1.2 Introducing 5 quality manuals (FMEA, MSA, PPAP,
APQP, SPC)1

Automotive Industry Action Group(AIAG) is an association where auto
industry members collaborate to develop common global standards for
quality. Among the publications of this association are AIAG core tools
APQP, PPAP, FMEA, SPC, and MSA. These tools provide a framework for
identifying areas that may need improvement and allow each work unit to
analyze processes and work spaces to help an organizations in its journey
through the never ending quest for continual improvement.  The tools
were primarily used in automotive industry but can be applied universally
to identify defects at an early stage, sometimes much before actual start of
production or service, and to qualify processes before bulk processing and
to mitigate risks effectively.
There are many references which deal with these tools including Supplier

Quality Assurance Manual posted on the VOLVO supplier portal
(http://www.brunel.ac.uk/~emstaam/material/pcm/Volvo-Advanced-Product-Quality-Planning.pdf).

A brief discussion of each of the tools follows.

1.2.1 FMEA

Failure mode and effects analysis (FMEA), also sometimes referred as
FMECA (Failure mode effect and criticality analysis) is a prevention based
early warning system used widely in Six Sigma, TS* 16949, Reliability
Engineering, Product Development and Operations Management. FMEA is
a team activity which identifies potential failure modes based on past
experience with similar products or processes or based on common failures
to prevent such failures in advance and saving potential losses, cost and
time.

1.2.2 MSA

Measurement System Analysis (MSA) is a collection of statistical analysis
methods of evaluating variability in measurement processes. Some popular
methods of MSA include Gauge R&R analysis, Bias study, Linearity study,
Measurement uncertainty etc. MSA is also widely used in TS 16949, Six Sigma
and quality improvement projects. Just as processes that produce a product
may vary, the process of obtaining measurements and data may have variation
and produce defects. A Measurement Systems Analysis evaluates the test
method, measuring instruments, and the entire process of obtaining
measurements to ensure that variability of measurement system is within
acceptable limits and to evaluate its impact on process acceptance indicators.

This section is based on a lecture at class by Mr Maysam Y ousefi, a graduate of our university.
% |SO/TS 16949 is a quality management system designed exclusively for automotive sector. Any organizations in
automotive supply chain can claim certification against this standard .See  http://www.qualicon.in/iatf-16949.php

7
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1.2.3 PPAP

Part Approval Process (PPAP) is the mechanism of qualifying a process for
production during various stages e.g. Prototype development, Pre-launch
and routine / bulk production. In TS 16949 system, a supplier obtains PPAP
approval from customer based on fulfillment of process qualification
requirements set by customer or as per PPAP manual where no specific
requirements are set by customer. PPAP in TS 16949 has 5 levels and 19
requirements, each level having slightly different submission requirements.
The 19 requirements include Part Submission Warrant (PSW), FMEA,
Control Plan, Appearance approval reports, Dimensional reports etc.

1.2.4 APQP
Advanced product quality planning(APQP) is a framework of procedures

and techniques used to develop products in industry, particularly the
automotive industry. It is a product development methodology followed
in TS 16949. The purpose of APQP is "to produce a product quality plan
which will support development of a product or service that will satisfy the
customer."

APQP coversall stages of Development, Production and Corrective
action or Feedback in 5 phases:

° Plan and define program

° Product design and development verification
° Process design and devel opment verification

° Product and process validation and production feedback
° Launch assessment and corrective action.
Major elements of APQP include:

° Understanding the needs of the customer
° Proactive feedback and corrective action
° Designing within the process capabilities
o Analyzing and mitigating failure modes

° Verification and validation

° Design reviews

° Control special / critical characteristics.

1.3 Statistical Quality Control

Statistical Quality Control is a number of statistical techniques used in all
stages of industrial production(design of the product, labratory testing of the
resulting design actual implementation of the production process ,testing
the incoming supplies and material...) to ensure and measure the constant
quality of the production process. With the objective of producing high -
quality and reasonable -cost items, the statistical techniques are used in all
steps of the production process including the design phase, laboratory
testing of the prototype, performing the actual implementation of the

8



Statistical methods in Quality Control

manufacturing operations and in the control of the quality of incoming
materials.

The contributions of Dr Walter A. Shewhart, at the Bell Telephone
Laboratories in 1920s by bringing together the disciplines of statistics,
engineering and economics, could be regarded as the beginning of the field
of statistical quality control. At that time two other researchers in the Bell
company i.e. Harald Dodge and Harald Romig introduced Acceptance
Sampling. In 1931 Dr Shewhart published a book titled “Economic Control
of Quality of Manufactured Product.” It challenged the inspection-based
approach to quality and introduced the modern era of quality management.
Up until this time, statistical process control was largely a Bell Telephone
quality tool. Shewhart’s book popularized statistical control and its use
then spread throughout industry.  In 1970s and 1980s the ideas of an
international consultant in the field of quality control and assurance, Dr
Genichi Taguchi, grew. Design of experiment s(DOE) and Quality loss
function are two ideas developed by Dr Taguchi.

1.3.1 SPC tools (QC tools)

Statistical process control tool box(SPC tools) isa collection of
statistical methods used to control a process within desired limits and to
identify patterns of normal (random or chance cause) variation and
special (assignable cause) variation in order to identify opportunities for
intervention in the process and to take correct decision on process and
product acceptance. They are also called quality control tools or smply
quality tools. These quality control tools are very useful in Quality
Management. Here follows a brief description of the tools i.e.

Check sheets

Flow Chart (Process Flow Diagram)

Cause and Effect Diagram

Scatter Diagrams

Pareto Chart(Pareto Diagram)

Histograms

Control Charts

the detailed description could be found in many references.

1.3.1.1 Check Sheets and Check lists
( summarized from http://www.ifm.eng.cam.ac.uk/research/dstool Stgm-tools/)

A Check sheet is adata recording form that has been designed to
readily interpret results from the form itself. It needs to be designed
for the specific datait isto gather.

A Check list contains itemsthat areimportant or relevant to a specific

9
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issue or situation. Checklists are used under operational conditions to
ensure that all important steps or actions have been taken.

1.3.1.2 Process Flow Diagram
This is a schematic diagram that shows the flow of the product or service
as it moves through the various processing stations or operations

1.3.1.3 Cause and Effect Diagram (Fishbone or Ishikawa Diagram)

The Cause and effect or fishbone diagrams, introduced by Kaoru Ishikawa
(1915-1989) is a method for analyzing process dispersion. The purpose of
the diagram is to relate causes and effects. [/t used to analyze complex
situations in a way that clarifies what the root issues are.

Main cansze

Problem to be
M| ecolved (effect)

Main canze Main canse

Figl- 2 A sample Cause and effect Diagram
(from http://www.ifm.eng.cam.ac.uk/research/dstools/tgm-tools/)

1.3.1.4 Scatter Diagram(Scatter plot)

The Scatter Diagram graphs pairs of numerical data to look for a relationship
between them. In other words, the plot is a graphical representation of
two variables taken from a data set. The Y axis is conventionally used for
the characteristic whose behavior we would like to predict. Figure 1-3 is a
typical scatter plot.

10
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variable 2

variable 1

Fig.1-3 A sample Scatter Plot

(after http://www.managementtutor.com/project-management/7-Quality-Control-Tools.html)

A sample application of is to determine relationship between the
production speed of an operation and the number of defective parts made.

1.3.1.4Pareto Charts!

Pareto charts, Proposed by Walras Pareto while at the University of
Lausanne in 1896, are used to identify and prioritize problems to be
resolved immediately. These charts are based on the idea that large
number of problems are caused by small number of causes,

The Pareto principle suggests that most effects come from relatively few
causes. In quantitative terms: 80% of the problems come from 20% of the
causes (machines, raw materials, operators etc.); 80% of the wealth is
owned by 20% of the people etc. Therefore effort aimed at the right 20%
can solve 80% of the problems. A production line may experience a range
of defects. The manufacturer could concentrate on reducing or eliminating
the defects causing a considerable percentage of monetary loss.

Pareto charts are used when products are suffering from different defects
but the defects are occurring at a different frequency. In this situation, the
company will concentrate reducing defects having major chunk or
eliminate defects which cause financial loss.

1.3.1.4.1 Constructing Pareto chart

Following are the steps for constructing a Pareto chart:
> |dentify the defects which occur as aresult of the completed
process. Denote these defects by Dy, ..., Dk
> Take a sample of size n from the product.

1
(http://www.managementtutor.com/project-management/7-Quality-Control-Tools.html)

11
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> check then product individually for possible defects and
fill atable like the following to find the frequencies of the

defects B D,
| Defect | Product1 | Product2 | . | .. | Productn | Frequency :
! v v :
D Lo
v :
D, f, .
v v :
v v i
D fo
Defect Dy A R Dy
Frequency | f ., =f o |.| . foy =T i
Relative fk& i(_l)
Frequency > 2

> Sort the defects from maximum frequency to the minimum:
D, isthe defect in the sample with maximum frequencyf ,, and

D,, isthe defect in the sample with minimum frequency f , .
>Show D,,,...,D,, onthe horizontal axis of an X-Y plot; and

the corresponding frequencies ( or relative frequencies) of the
defect on the left-hand vertical axis. Theresult could be a
figure like the following.

452

174
162

138

Relative Freguency

fm %y Oa fn My
Reject Causes (defects)
Fig.1-4-a An Example of a Pareto Diagram

By

12



Statistical methods in Quality Control

Usually a vertical axis is added to the right-hand side of the plot,
showing the cumulative relative frequencies of the defects. Figure 1-4-b
shows the result of a study in an automotive plant'. A sample of
headlight s were checked against 11 different defects on a 4-month
horizon; the frequencies of the defects were recorded. The details of
the study and the corresponding Pareto diagram are shown in the
Figure.

HEADLIGHT
Fight Left
Jan Feh Mar Apr Jan Feb Mar Apr UM
Defect #1 8 0 0 13 12 0 0 11 44
Defect #2 6 0 0 1 0 0 0 7
Defect #3 1 0 0 0 0 0 0 0 1
Defect #4 2 3 4 29 5 2 5 5 55
Defect #3 0 9 3 8 0 9 3 [ 39
DefEctafie ] # 0 0 0 0 0 ] 3
Defect #7 0 0 0 0 ] 59 3 30 92
Defect #3 0 2 0 9 i] i] 0 0 1
Defect #3 0 0 0 0 0 0 3 0 3
Defect #10 0 0 0 9 0 0 0 0 9
Defect #11 0 0 0 1 1] 0 0 2 3
-
PARET O DIAGEAM FOR THE DEFECTS OF HEADLIGHT OF A CAR
300+ - I 100
e ™ o
O 250 -’_'_,-' | &0 E
c 200 =
4 R L
u e Leo .
= = . 3
. L ap O
2 e = g
LL =0 - - =20 S
[ 49]
(=] - - o
L= § o e i i | S pemlie Wl el e et Sther
Caat e -+ 1] sE
Farcent I:'-::I.:I.j- .= D.;m;. 106 D (0 A= Dg == ey
Cunn iy 1. = -9 .G -7 == 100, O

Fig.1-4-b The result of study of defects of a car headlight and the
Pareto Diagram

1.3.1.5 Histogram

Without using some form of graphic tools it can be difficult to anayze,
recognize or identify the pattern of the variations of data. A histogram is a
graphic summary of variations in a set of data. It enables us to see patterns
that are difficult to see in a simple table of numbers. In this graph the
continuous variable is clustered into categories and the value of each cluster
is plotted to give a series of bars as above. A histogram helps us to see the
distribution of a set of product measurements is symmetric or skew. If we

' Froma report by a former student of Shahid Bahonar University of Kerman, Iran (Mr
Amin Yousephi )in 2009.
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would like to know whether the distribution of a set of data is normal,
exponential ...; an initial evaluation could be made by plotting the
histogram. In summary, histograms can be used to draw conclusions about
the data set. Fig. 1-5 reveals the skewed distribution of a set of
measurements that remain nevertheless within specified limits

Lower Nominal Upper spec
sped limit spec lipnit

3047 P !
| | |
l | |
20~ | |
I
frequency |
10 !
I
|

T T T T T T T T T T T T T T T T T T T T T T T K

Cateqories of continuous variable
Fig. 1-5 The histogram of a set of data

1.3.1.5.1Constructing Histogram by hand

Student should know how to construct a histogram by hand; even if
he/she uses software, to be sure he understands the process. The steps
for drawing a histogram are:

1) Given a sample of data, determine the range of the sample by
subtracting the largest value from the smallest value. This gives the
interval between the smallest and the largest observations of the data set.
So the range needed on the horizontal axis is known.

2) Choose a reasonable number of "classes" or " bins" to divide the
range. There is no set rule, but as a rough guide the range should be
divided by five for small sets of data and 20 for larger sets. Sturges (1926)
has given the following formula for approximating the number of classes:

k =1+log, n =1+3.32193 xlog,, n =1+3.3log,, n
Where
k is the number of classes
n is the size of sample data.
If nisapowerof 2, itisadvised touse k =1 + log, n.
A simple alternative to Sturges rule is the Rice Rule presented as:

14
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k=2/n.

Another alternative is k = v/n utilized by MATLAB.
Decide on a reasonable bin size k. If necessary, round up k to the nearest

integer.

3) Determine the class width (h)by dividing the range(R) to k.

h=2
k

Classes are usually equal-length segments; the first class will include the
minimum data value and the final class includes the maximum data value.
If the distribution is approximately normal, class width could be calculated
from(Scott, 1979):

h=35xS %
where

s is the standard deviation of the data sample,
n is the sample size ( number of observations).

Always modify h calculated from the above formulas to reach a
reasonable choice and make the resulting graph easy to read. An example
of unreasonable choices would be to use a bin size of 2.4 and start it at
14.7. Instead use a bin size of 2 starting at 15.

Each observation should fit into exactly one category. For observations
exactly on an endpoint, make some reasonable decision about whether
you will put it into the lower interval or the upper interval and then do it
consistently for the entire histogram (http://www.austincc.edu) .

4)The next step is to make a table of frequencies. Begin with a column
that lists the classes in increasing order. The next column should have a
tally for each of the classes. The third column is for the count or frequency
of data in each class. Another column might be added for the relative
frequency of each class. This indicates what proportion of the data lies in
that particular class.

5)Start through the data, making a tally mark for each observation in the
correct class. When finished, count the tally marks to know the frequency
for each class.

15
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6)Draw the histogram, with the bins along the horizontal axis and the
frequencies up the vertical axis. The steps are illustrated in the following
example .

Examplel.3

A sample of size 98 containing canned fish was randomly selected from a
production line and weighed; the results are:
X;=200.0, X,=183.5, X5=164.0, X,;=201.5, Xs=194.0, Xs=170.0, X;=195.0,
..y X9=158.5, Xg3=174.0, X93s=196.0. Draw a histogram for the weights.

Solution:
Step 1) suppose the smallest and largest weight are 158.5 and 201.5 then
R=201.5-158.5=43.0

r=2=478>5

Step 3) h= 5

We choose 9 bins of length 5 starting at 157.5.

Steps 4 &5 ) A tally mark for each weight is put in the corresponding
subgroup. Tally is only partially shown, in order to shows how it should be
done. After finishing putting a tally mark for each weight, the frequency
column is filled using the result of counting them. The result of step 4 is
shown in the table below:

ClassNo.(i) | Class limits Tally Frequency (f)
1 1575 <X <1625 | | 1
2 1625 <X <1675 | || 3
3 1675<X <1725 || ec 13
4 1725 <X <1775 || etc 17
5 1775 < X <1825 20
6 1825<X <1875 || etc 18
7 187.5 < X < 192.5 11
8 1925<X <1975 || etc 8
9 1975 <X <2025 ||| etc 3

and the histogram, is shown in the following figure:
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—

: X
1575 167 .5 177.5 187.5 1975 y
162.5 1725 152.5 192 5 025

1.3.1.5.2 Making histogram in MATAB
If all observations are available, to make a histogram in MATLAB,
give all data in a vector as input; e.g.
X=
[200.0, 183.5,164.0, 201.5, 194.0, 170.0, 195.0, ..., 158.5, 174.0,196.0]’;
then use hist command in MATLAB:
hist(X).

If a frequency table is given instead of all observations,
give the midpoints and frequencies of the subintervals in 2 separate
vectors; e.g.
Y=[160 165 170 175 180 185 190 195 200];
nn=[1 3 13 17 20 18 11 8 3]
then Use bar command to make the histogram:
bar(Y,nn, hist")

1.3.1.6 Frequency Polygon

A frequency polygon is a line graph that represents the shapes of the
statistical distributions. To draw the graph, simply join the top middle
points of the bins of the histogram with a straight line.

Figure 1.6 illustrates the polygon related to the previous example.
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1H 1ES 170 ™5 1E] 'BS 190 155 M

Fig 1-6 Frequency Polygon for the data of Example 1.3

Since bar charts as well as histograms are used to compare the sizes of
different groups, a short description of the chart follows.

1.3.1.7 Bar chart

Bar charts are used to display and compare the number, frequency or
other measures(e.g. mean) for different discrete categories or groups, such
as the amount of rainfall that occurred during different months of a year,
or the average salary in different states or countries. The graph is
constructed such that the heights or lengths of the different rectangular
bars are proportional to the size of the category they represent. Since
the horizontal axis represents the different categories, it has no scale. The
vertical axis does have a scale which indicates the units of measurement.
The bars can be plotted vertically or horizontally; however, they are most
commonly drawn vertically. A vertical bar chart is sometimes called a line
graph. Here is the main difference between bar charts and histograms:
With bar charts, each column represents a group defined by a category or
group ; and with histograms, each column represents a group defined by a
guantitative variable. Figure 1-7 shows a sample bar chart.

Per 35000 |
Capita foa 000 |
Income 12000 l

Country Country Country Country

1 2 3 4
Fig 1-7 Sample bar- chart
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1.3.1.5.3 Histogram with unequal-length segments

Some times it is not necessary to use equal-length bins for costructing
histograms, One such case is when the frequencies of some bins are small
and they shoud be merged. When constructing a histogram with non-
uniform (unequal) class widths, we must ensure that the areas of the
rectangles are proportional to the class frequencies. This means that we
would need to consider the widths in order to etermine the height of each
rectangle. The following example illustrates how to construct a histogram
with non-uniform bin width.

Examplel.4

The following frequency distribution gives the range of the income of a
sample of 2049,913 taxpayers. Draw a histogram of the relatve frequency
to illustrate the data.

Less
Income (%) than 1000- 2000- 3000- 5000- 10000-
1000 1999 2999 4999 10000 20000
Frequency 12299 209091 274688 600625 746169 207041

Solution:
Determining each class widths:

Less 1000- 2000- 3000- 5000- 10000-
Income ($) than Lessthan | Lessthan | Lessthan | Lessthan 20000
1000 2000 3000 5000 10000
Frequency 12299 209091 274688 600625 746169 207041
Class width 1000 1000 1000 1000 5000 10000

Since the class widths are not equal, we choose a convenient width such
as 1000, which is the smallest width, as a standard and adjust the heights
of the rectangles accordingly. The other widths are then multiples of the
standard width. The following table shows the calculations of the heights
of the rectangles.

Less than 1000- 2000- 3000- 5000-
Income ($) 1000 Lessthan | Lessthan | Lessthan | Lessthan 10000-20000
2000 3000 5000 10000
Frequency 12299 209091 274688 600625 746169 207041
Relative
Frequency% 0.6 10.1 134 29.3 36.3 101
1000 1000 1000 2000 5000 10000
: 2x 5x 10x
Class width standard standard standard standard standard standard
Rectangle’s height 29.3/2= 36.3/5= 10.1/10=
in histogram 06 101 134 14.25 7.28 101

19




Chapter 1 Introduction and Basic Concepts

The following figures show the histogram and the polygon
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1.4 Control Charts
Definition
The control chart may be defined as

"A graphica method for evaluating whether aprocessisorisnotina“
state of statistica control ...”(Feigenbaum, 1991).
Statistical control charts could be regarded a tool for continuous testing a
hypothesis regarding the parameters of a process.
The concept of statistical in-control will be defined later. Dr Walter
Shewhart was the first researcher who worked in the field of control charts
(in 1920's at Bell Telephone Company).
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Forms other than forms of Shewhart’s control charts such as CuSum
control charts (for mean, range and defects) have come in use in recent
years. A control chart *

®is a proven technique for improving productivity;
®is effective in defect prevention;

® prevents unnecessary process adjustment;

® provides diagnostic information;

® provides information about process capability.

1.4.1 Attributes and variables

Basicaly, there are two types of data to collect as a part of a problem-
solving process. Attribute data and variable data.
Attribute data, or pass/fail or yes/no type or go/no-go information are
features, characteristics or qualities given to an entity to describe it.
Attributes are discrete in nature, for example, the number of nonfunctioning
light bulbs, the proportion of broken eggs in a carton, the number of
scratches on atile. Attributes of instant coffee, for example, may include
its aroma, flavor, color, packaging and presentation, etc. Attributes have
only two possible ratings (negative or positive) expressed as acceptable or
unacceptable, desirable or undesirable, good or bad, etc.
(www.busi nessdi ctionary.com/definiti on/attribute.html)

Variable data, is acquired through measurements, such as length, time,
diameter, strength, height, temperature, density, thickness, pressure, and
height. A variable, as the name implies, iS” something that varies”. It may
be weight, density, hardness, internal diameter and so on.

Sometimes variables are treated as attributes. For example when you can
check the internal diameter of a bushing with a go-not- go measuring
device, you arer treating the variable an attribute.

In statistical quality control, some of the control charts and standards ( such
as np-control chart and 1SO 2859 )deal with the quality attributes of
products and some deal with variable characteristics of products ( such as

X chart and 1SO 3951).

1
(https://ay14-
15.moodle.wisc.edu/prod/pluginfile.php/81841/mod_resource/content/0/ISyE512_Chapter%205%20modified.pdf)
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1.4.2 General View of Dr. Shewhart's control charts

Dr. Shewhart's control charts look like the following figure:

Upper Control Limit{UCLY

hleas urements
-\-\_\_\_\_\_\_\_\-\_\-

Leawmer Control Limit (LC L)

u] 10 om el 90
Sample Mo.

Fig 1-8 A sample Shewatrt's control chart

The control charts he introduced have horizontal and vertical axes, central
line, upper and lower control limits calculated for a process. Sampled
measures are regularly plotted about a central line between the limits.

The plotted lines corresponds to the stability/trend of the process. Action
can be taken based on trend rather than on individua variation. This
prevents over-correction/compensation for random variation, which would
lead to many rejects.

1.4.2.1 Basic Model of Shewrt's Control Charts

To calculate the upper limit, the lower limit and the central line of Dr
Shewhart’s control charts (Figl.9), let us suppose we would like to
determine the so-called 3- sigma limits of a hypothetical control chart
entitled Y chart; where Y is a characteristic of a product. The limits are
calculated asfollows:
Upper Control Limit UCLy = E(Y) + 3oy
Center Line=CL = E(Y)
Lower Control Limit LCLy = E(Y) — 30y
where
UCLy = upper control limit of the control chart for aparameter, say Y,
of the process
LCLy =Lower control limit of Y control chart
E(Y)= the mean of parameter Y

Oy =The standard deviation of parameter Y
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Note that only in X chart , we can say that 0.27% of the samples are
expected to lie outside the 3-sigma limits; because the statistical
distribution of sample mean (X ) is approximately normal; while in other
charts we could only say that this percent is low.

Upper Control Limit(UCL)

CL

Measurements

Lower Control Limit (LCL)

0 10 20 30 40
Sample No.

Fig 1-9 General view of the limits of Dr Shewhart’s charts

1.4.3 Types of control charts

The control charts used in statistical quality control are classified into two
general categories: control charts for variables and control charts for
attributes.

1.4.3.1 Control charts for variables

Control charts for variables monitor characteristics that can be measured
and have a continuous scale, such as height, weight, volume, or width.
When an item is inspected, the variable being monitored is measured and
recorded. Inthisclassof charts lies charts such as

X¢ R« S¢S control charts,
-CuSum control charts

-Control charts based on the quality 10ss function (Derman& Ross,1997page 98)
To construct these kind of control charts, variables data is used.

1.4.3.2 Control charts for attributes

Control charts for attributes are used for quality characteristics that are
counted rather than measured. C, u, np and p control charts lie in this
class. These charts present the quality characteristic of asample versus
the sample number or time.

Control charts are easily plotted and widely used. With one glance they
give you an indication as to how close you are to your target. The following
steps should be followed for plotting and using a control chart.

(extracted from Persian translation of Ishikawa, 1983 with minor changes)
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Specify the product and its difficulties.

Determine which product should be controlled and specify its difficulties.
Based on this decision the type of information which is need will be
clarified.

Choosing the appropriate control chart

Depending on the difficulty, specify which of the )Z,R,S,S2 or
C,U,Np & P charts is more appropriate for your purpose.

Use the past history

To prepare the control chat for using in future, the history of the past
periods could be used. If some unusual points were observed in the control
chart among the future samples, look for possible assignable causes. If the
causes of the bad unusual quality were found, do appropriate actionsto
eliminatethe causes, if possible.

Suppose appropriate actions were done in the production phases regarding
the bad quality and the production phases are controlled. Now it should be
tested whether the production complies with standards or not. The work
methods are then modified, if needed. Recording the daily datais
continued.

Control of production phases

If unusual condition was observed, the cause is readily searched for and

the proper action is done.

Recalculate the control limits

If the work methods or machines are changed, the control limits are to be
recaculated. If the quality is getting improved the control limits are
revised unless we have used standards for the calculation of the limits. The
following points should be considered during recal culation:

a) The outlier points (lying outside the control limits) whose causes are not
random and have been fixed, must not be considered for the recalculation
of control limits.

b )The outlier points whose causes cannot be found or no action could be
taken to eliminate them have to be considered in the recalculation of control
limits. End of citation from Ishikawa(1983).

The following section deals with the calculation of the portion of aset of
numbers that fall within a given limits using the average and standard
deviation of the data.
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1.5 What the Average and Standard Deviation of a Set of

numbers Really Tell
(Based on Grant and Leavenworth, 1988 page 65)

The combination of sample average and standard deviation could tell us
what proportion of a set of datafall within a specified limits. To illustrate,
we distinguish two cases based on whether the distribution of the variableis
known or not.

1.5.1 The statistical distribution is known
First of al suppose we know that a given distribution with mean u ,

standard deviation o and density function f (X) fits the set of data . The

b
portion that lies between [a b] is calculated from Pra<x < b)=_[31 f(x)dx.

If aand b are given as the closed range, + k « and the distribution is

normal, it is very easy to calculate the proportion of the products falling
within this range.

Example 1.5
The life of a certain product is exponentially distributed with mean u. A

sample of this product have a mean life of X =100 . If the standard
deviation of thelife of the product is denoted by o; what proportion data

fall withintherange 4 + o .

Solution
Thelife denoted by X has an exponentia distribution with mean and
standard deviation equa to 100, then
Pr(u—o<X<pu+o0)=Pr(0 <X<2p

2u1 1
=Pr(0 <X <2p =f ﬁe K'dt = 1 —e~2 = 0.865 0r86.5%

0

With Matl ab:the proporstion =expcdf(200,100)- expcdf(0,100)=0.8647.

Example 1.6
If the weight of a product is normally distributed with mean
u and the standard deviation o , what proportion of the weight fall
inside
utto t=1234,6 & t=0.6745.

Solution
Priu—oc<X<u+o0)=Pr(-1<72<1)

Using statistical toolbox of MATLAB:

Pr(—1 < Z < 1) =normcdf(1)-normcdf(-1)=0.6827
The answer for the ranges are as follows:
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utioc —99.994%
ut3c —99.73%
ut20 —9545%
ut+ o - 6827%
u+0.67450 - 50%

Example 1.7
Determine what proportion of aproduct having anormally distributed

inner diameter (X) (X~N(o) )fal within u—20, u+4o.

Solution

Since X ~N (u,o)then using MATLAB normcdf command we have:
Pr(u—20 <X <pu+4c)=Pr(-2<27Z <4) =

Pr(Z < 4)-Pr(Z < -2) = 0.999968-0.022750 = 0.9772

1.5.2The statistical distribution is unknown
If nothing whatever is known about the pattern of variation, what do sample
mean and standard deviation( X and s )tell ?

One answer is given by Tcebycheff's inequality’( Grant and Leavenworth

,1988page 65). According to this theorem more thanl — Lo any set of

t2
finite numbers must fall withintheclosedrangeu +tc t =1, wherepu is
estimated by X and o is estimated by s/2-2 .
Therefore if nothing is known about the pattern of variation of the characteristic
expect the mean and variance , and we would like to know the percentage
falingintherangeu +te t = 1;

1

According to the inequality more than 1 — = of any distribution fall within
1 . .

therange 4 +to (t>1) and at most ~fall outside these limits.

if ¢ isunknown, X isagood estimate for it .

If o is not known, estimate it withs /nT_l ( Grant -leavenworth,1988 page 66).

1Tcebycheff's inequality could be stated as follows: If X is a random variable with
mean 4 and finite standard deviation o ; for t>1
2

Pr(X —uppt) < % O< o <. Then Tcebycheff' (1867) states
1

Pr(|X —y|2ta)£t2

, Pr(-to < X —,u<t0)>1—ti2 t>1 O<o<ow.
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Examplel.8
The mean and standard deviation of the statistical distribution of one

characteristic of a product are ﬁ:)_(:40 and ¢ = 2. What percentage of
the distribution fall in the interval (34, 40)in each of the following cases :
a) The characteristic is normally distributed with ; = 40 ando = 2.

b)The characteristic is exponentially distributed with ;; = 40 .
c)Nothing is known about the distribution except i=X=40and ¢ = 2.

Solution

a)Pr(34<X <46)= pr(32-40 46-40

<Z <
2

Pr(z <-3)=0.00135 Pr(Z <3)=0.99865

= Pr(—3< Z < 3)=0.99865-0.00135= 0.9973
b) Pr(34 < X < 46) = expcdf (46,40) — expcdf(34,40) = 0.11
o X =40 0=2 X-toc=34 X +tc=40

Pr(X -to <X <x"+ta)>1—i

)=Pr(-3<Z <3)

2
t
1 1 8
Pr(34<X <46)=Pr(40—3><2<X <4O+3><2)>1—t—2=l—3—2=§=%88.9
Note that for partb o = u, therefore34 # u —to &40 # u + to.
Pr(34<X <46)=Pr(40-3x2<X <4O+3x2)>1—t12=1—3—12=§=%88.9

1.5.2.1 The statistical distribution is unknown but Camp-Meidell
conditions hold

Camp-Meidell (1922)states if

- the distribution of X has one mode and

- this mode coincides the mean of the distribution and

-the frequenciesin the frequency table decline continuously on both sides of

the mode , then more than 1— S = —izzl— (3)2 of any
5t ot K
distribution satisfying the above conditions fall within the closed range
4 2
+to,t >1, 0<o <! andat most =— = (—=)?*fall outside
t } 2257 o @)

thelimits y +to (t>1).
Camp-Meidell'sinequality provides atighter bound than Tcheby-chev's .
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Examplel.9

Assume the Camp-Meidell conditions hold in adistribution having u = 40
andc =2, what proportion of thedistribution fall within the range (34,46)
?
Solution

u=40ando =2

(g-to , u+to)=(34,46) > u =40, 0 =2, t=3
by Camp-Meidell's inequality:

PI’(,u—tO'<X <,u+to-)>1— 12
2.25t
1 1
Pr(34<X <46)>1- =1- = %95.06
79!:.r2 2.25x9

The proportion indicated by the normal curve and by the 2 inequalities are
compared as follows( Grant and L eavenworth ,1988page 66)

The percent falling outside the range
Normal Unknown Distribution
Range Distribution
Under all circumstances Under
Less than the following Camp-Meidell conditions
percentage Less than the following
(Tcheby- chev inequality)
0, 0, 0,
U+ 20 4.55% 25% 11.1%
0, 0, 0,
4+ 30 0.27% 11.1% 4.94%
0.006% 6.25% 2.78%
E(a) (] (] (]
Tl i 60 1.97ppm 2.78% 1.23%
If 6 are unknown, having a sample of size n with meanX and standard deviation s; replace
o withXand o,y =S nT_l ( Grant and Leavenworth ,1988page 66).

1.6 The central limit theorem

In this section a version of central limit theorem, which is frequently
used in statistical quality control, is stated. According to the central limit
theorem the mean of random samples of sufficiently large size n from a
population with meanp and finite variance o2, tends towards a normal
distribution with mean p and finite variance 3—;; even if the original distribution
is not normally distributed. The theorem also states that sum of the sample
elements(}. X;) tends towards a normal distribution with meannu and finite
variance no?;

The following figuresillustrate some aspects of the theorem. Figure 1.10
shows three possible origina distribution of which samples are drawn.
Figure 1-11 shows a case where as the size of a sample taken from an
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exponentia distribution increases, the pattern of variation of the mean of a
sample tends to symmetry which isinherent in normal distribution.

Figure 1-12 shows the effect of the size(n) of samplesfrom a discrete
origina distribution on the distribution of the sample mean.

Pxix) PxG)

mmxmx

2x)

Fig 1-10 3 different original distribution

soo 300
400
n=1
300 200 n=2
=200
e - —’_’—'—’—" |
o
o =20 40
o
o 10 20
300 250
200
200 n=10 n=25
150
100 100
50
o
o s 10 15
(o]
2 a4 6 8 10|

Fig 1-11 The effect of the size of samples from a continuous
original distribution, on the distribution of sample mean
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